**ITP4514 – Artificial Intelligence and Machine Learning**

**Lab 6 – Machine Learning: Classification**

Name: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ Student ID: \_\_\_\_\_\_\_\_\_\_\_ Class: \_\_\_\_\_\_

**Intended Learning Outcomes**

Upon completion of this tutorial/lab, you should be able to:

* Using Colab Notebook to load datasets and run AI Classification algorithms.
* Application and comparison of different classifiers provided by scikit-learn to classify a simulated dataset.
* Application of a classifier, e.g. K-Nearest Neighbour to specific datasets, e.g. iris and other datasets.
* Evaluate a classifier in an application, e.g. Support Vector Classifier in recognizing hand-written digits, by using the confusion matrix.
* Simulate a 4-class classification problem and use a classifier, e.g. Logistic Regression, to solve the problem.

**------------------------------------------------------------------------------------------**

Please use the 2 datasets provided.

Please submit the **.ipynb** file and this **doc**(with screen captures and your answers) to moodle.

**Q1.** **Classifiers comparison:**

[Reference:

<https://scikit-learn.org/stable/auto_examples/classification/plot_classifier_comparison.html#sphx-glr-auto-examples-classification-plot-classifier-comparison-py> ]

The following code implements different classification algorithms, including K-Nearest Neighbours, Gaussian Naïve Bayes, Decision Tree, Support Vector Machine, Random Forest, AdaBoost etc., to a dataset generated and make comparison. Run the codes and capture the outputs.

|  |
| --- |
| print(\_\_doc\_\_)  # Code source: Gaël Varoquaux  # Andreas Müller  # Modified for documentation by Jaques Grobler  # License: BSD 3 clause  import numpy as np  import matplotlib.pyplot as plt  from matplotlib.colors import ListedColormap  from sklearn.model\_selection import train\_test\_split  from sklearn.preprocessing import StandardScaler  from sklearn.datasets import make\_moons, make\_circles, make\_classification  from sklearn.neural\_network import MLPClassifier  from sklearn.neighbors import KNeighborsClassifier  from sklearn.svm import SVC  from sklearn.gaussian\_process import GaussianProcessClassifier  from sklearn.gaussian\_process.kernels import RBF  from sklearn.tree import DecisionTreeClassifier  from sklearn.ensemble import RandomForestClassifier, AdaBoostClassifier  from sklearn.naive\_bayes import GaussianNB  from sklearn.discriminant\_analysis import QuadraticDiscriminantAnalysis  h = .02 # step size in the mesh  names = ["Nearest Neighbors", "Linear SVM", "RBF SVM", "Gaussian Process",  "Decision Tree", "Random Forest", "Neural Net", "AdaBoost",  "Naive Bayes", "QDA"]  classifiers = [  KNeighborsClassifier(3),  SVC(kernel="linear", C=0.025),  SVC(gamma=2, C=1),  GaussianProcessClassifier(1.0 \* RBF(1.0)),  DecisionTreeClassifier(max\_depth=5),  RandomForestClassifier(max\_depth=5, n\_estimators=10, max\_features=1),  MLPClassifier(alpha=1, max\_iter=1000),  AdaBoostClassifier(),  GaussianNB(),  QuadraticDiscriminantAnalysis()]  X, y = make\_classification(n\_features=2, n\_redundant=0, n\_informative=2,  random\_state=1, n\_clusters\_per\_class=1)  rng = np.random.RandomState(2)  X += 2 \* rng.uniform(size=X.shape)  linearly\_separable = (X, y)  datasets = [make\_moons(noise=0.3, random\_state=0),  make\_circles(noise=0.2, factor=0.5, random\_state=1),  linearly\_separable  ]  figure = plt.figure(figsize=(27, 9))  i = 1  # iterate over datasets  for ds\_cnt, ds in enumerate(datasets):  # preprocess dataset, split into training and test part  X, y = ds  X = StandardScaler().fit\_transform(X)  X\_train, X\_test, y\_train, y\_test = \  train\_test\_split(X, y, test\_size=.4, random\_state=42)  x\_min, x\_max = X[:, 0].min() - .5, X[:, 0].max() + .5  y\_min, y\_max = X[:, 1].min() - .5, X[:, 1].max() + .5  xx, yy = np.meshgrid(np.arange(x\_min, x\_max, h),  np.arange(y\_min, y\_max, h))  # just plot the dataset first  cm = plt.cm.RdBu  cm\_bright = ListedColormap(['#FF0000', '#0000FF'])  ax = plt.subplot(len(datasets), len(classifiers) + 1, i)  if ds\_cnt == 0:  ax.set\_title("Input data")  # Plot the training points  ax.scatter(X\_train[:, 0], X\_train[:, 1], c=y\_train, cmap=cm\_bright,  edgecolors='k')  # Plot the testing points  ax.scatter(X\_test[:, 0], X\_test[:, 1], c=y\_test, cmap=cm\_bright, alpha=0.6,  edgecolors='k')  ax.set\_xlim(xx.min(), xx.max())  ax.set\_ylim(yy.min(), yy.max())  ax.set\_xticks(())  ax.set\_yticks(())  i += 1  # iterate over classifiers  for name, clf in zip(names, classifiers):  ax = plt.subplot(len(datasets), len(classifiers) + 1, i)  clf.fit(X\_train, y\_train)  score = clf.score(X\_test, y\_test)  # Plot the decision boundary. For that, we will assign a color to each  # point in the mesh [x\_min, x\_max]x[y\_min, y\_max].  if hasattr(clf, "decision\_function"):  Z = clf.decision\_function(np.c\_[xx.ravel(), yy.ravel()])  else:  Z = clf.predict\_proba(np.c\_[xx.ravel(), yy.ravel()])[:, 1]  # Put the result into a color plot  Z = Z.reshape(xx.shape)  ax.contourf(xx, yy, Z, cmap=cm, alpha=.8)  # Plot the training points  ax.scatter(X\_train[:, 0], X\_train[:, 1], c=y\_train, cmap=cm\_bright,  edgecolors='k')  # Plot the testing points  ax.scatter(X\_test[:, 0], X\_test[:, 1], c=y\_test, cmap=cm\_bright,  edgecolors='k', alpha=0.6)  ax.set\_xlim(xx.min(), xx.max())  ax.set\_ylim(yy.min(), yy.max())  ax.set\_xticks(())  ax.set\_yticks(())  if ds\_cnt == 0:  ax.set\_title(name)  ax.text(xx.max() - .3, yy.min() + .3, ('%.2f' % score).lstrip('0'),  size=15, horizontalalignment='right')  i += 1  plt.tight\_layout()  plt.show() |
| ***Output*** |

**Q2.** **Decision Tree:**

[Reference: (modified from)

<https://www.javatpoint.com/machine-learning-decision-tree-classification-algorithm> ]

The following codes implements K-Nearest Neighbour classification to the iris dataset.(given)

(a) Run the code and capture the output.

|  |
| --- |
| # importing modules  import numpy as np  import pandas as pd  import tensorflow as tf  import matplotlib.pyplot as plt  from sklearn.preprocessing import OneHotEncoder |
| from google.colab import files  uploaded=files.upload() # browse and upload dataset.csv |
| dd = pd.read\_csv("dataset.csv") |
| print(dd.head())  print("Data Shape: ",dd.shape) |
| ***Output:*** |
| #Extracting Independent and dependent Variable  x= dd.iloc[:, [0,1]].values  y= dd.iloc[:,3].values  #print(x)  #print(y) |
| # Splitting the dataset into training and test set.  from sklearn.model\_selection import train\_test\_split  x\_train, x\_test, y\_train, y\_test= train\_test\_split(x, y, test\_size= 0.25, random\_state=0)    #feature Scaling  from sklearn.preprocessing import StandardScaler  st\_x= StandardScaler()  x\_train= st\_x.fit\_transform(x\_train)  x\_test= st\_x.transform(x\_test)  #print(x\_test,y\_test) |
| #Fitting Decision Tree classifier to the training set  from sklearn.tree import DecisionTreeClassifier  classifier= DecisionTreeClassifier(criterion='entropy', random\_state=0) |
| classifier.fit(x\_train, y\_train) |
| ***Output:*** |
| #Predicting the test set result  y\_pred= classifier.predict(x\_test)  print(x\_test,y\_pred) |
| ***Output:*** |
| #Creating the Confusion matrix  from sklearn.metrics import confusion\_matrix  cm= confusion\_matrix(y\_test, y\_pred)  print(cm) |
| ***Output:*** |
| ***Comment on the confusion matrix obtained:*** |
| import numpy as nm  import matplotlib.pyplot as mtp |
| #Visulaizing the trianing set result  from matplotlib.colors import ListedColormap  x\_set, y\_set = x\_train, y\_train  x1, x2 = nm.meshgrid(nm.arange(start = x\_set[:, 0].min() - 1, stop = x\_set[:, 0].max() + 1, step =0.01),  nm.arange(start = x\_set[:, 1].min() - 1, stop = x\_set[:, 1].max() + 1, step = 0.01))  mtp.contourf(x1, x2, classifier.predict(nm.array([x1.ravel(), x2.ravel()]).T).reshape(x1.shape),  alpha = 0.75, cmap = ListedColormap(('purple','green' )))  mtp.xlim(x1.min(), x1.max())  mtp.ylim(x2.min(), x2.max())  for i, j in enumerate(nm.unique(y\_set)):  mtp.scatter(x\_set[y\_set == j, 0], x\_set[y\_set == j, 1], c = ListedColormap(('purple', 'green'))(i), label = j)  mtp.title('Decision Tree Algorithm (Training set)')  mtp.xlabel('Age')  mtp.ylabel('Estimated Salary')  mtp.legend()  mtp.show() |
| ***1120***  ***Output:*** |
| #Visulaizing the test set result  from matplotlib.colors import ListedColormap  x\_set, y\_set = x\_test, y\_test  x1, x2 = nm.meshgrid(nm.arange(start = x\_set[:, 0].min() - 1, stop = x\_set[:, 0].max() + 1, step =0.01),  nm.arange(start = x\_set[:, 1].min() - 1, stop = x\_set[:, 1].max() + 1, step = 0.01))  mtp.contourf(x1, x2, classifier.predict(nm.array([x1.ravel(), x2.ravel()]).T).reshape(x1.shape),  alpha = 0.75, cmap = ListedColormap(('purple','green' )))  mtp.xlim(x1.min(), x1.max())  mtp.ylim(x2.min(), x2.max())  for i, j in enumerate(nm.unique(y\_set)):  mtp.scatter(x\_set[y\_set == j, 0], x\_set[y\_set == j, 1], c = ListedColormap(('purple', 'green'))(i), label = j)  mtp.title('Decision Tree Algorithm(Test set)')  mtp.xlabel('Age')  mtp.ylabel('Estimated Salary')  mtp.legend()  mtp.show() |
| ***Output:*** |

**Q3.** **K-Nearest Neighbour:**

[Reference:

<https://scikit-learn.org/stable/auto_examples/neighbors/plot_classification.html#sphx-glr-auto-examples-neighbors-plot-classification-py> ]

The following codes implements K-Nearest Neighbour classification to the iris dataset.(given)

(a) Run the code and capture the output.

|  |
| --- |
| print(\_\_doc\_\_)  import numpy as np  import matplotlib.pyplot as plt  import seaborn as sns  from matplotlib.colors import ListedColormap  from sklearn import neighbors, datasets  n\_neighbors = 15  # import some data to play with  iris = datasets.load\_iris()  # we only take the first two features. We could avoid this ugly  # slicing by using a two-dim dataset  X = iris.data[:, :2]  y = iris.target  h = .02 # step size in the mesh  # Create color maps  cmap\_light = ListedColormap(['orange', 'cyan', 'cornflowerblue'])  cmap\_bold = ['darkorange', 'c', 'darkblue']  for weights in ['uniform', 'distance']:  # we create an instance of Neighbours Classifier and fit the data.  clf = neighbors.KNeighborsClassifier(n\_neighbors, weights=weights)  clf.fit(X, y)  # Plot the decision boundary. For that, we will assign a color to each  # point in the mesh [x\_min, x\_max]x[y\_min, y\_max].  x\_min, x\_max = X[:, 0].min() - 1, X[:, 0].max() + 1  y\_min, y\_max = X[:, 1].min() - 1, X[:, 1].max() + 1  xx, yy = np.meshgrid(np.arange(x\_min, x\_max, h),  np.arange(y\_min, y\_max, h))  Z = clf.predict(np.c\_[xx.ravel(), yy.ravel()])  # Put the result into a color plot  Z = Z.reshape(xx.shape)  plt.figure(figsize=(8, 6))  plt.contourf(xx, yy, Z, cmap=cmap\_light)  # Plot also the training points  sns.scatterplot(x=X[:, 0], y=X[:, 1], hue=iris.target\_names[y],  palette=cmap\_bold, alpha=1.0, edgecolor="black")  plt.xlim(xx.min(), xx.max())  plt.ylim(yy.min(), yy.max())  plt.title("3-Class classification (k = %i, weights = '%s')"  % (n\_neighbors, weights))  plt.xlabel(iris.feature\_names[0])  plt.ylabel(iris.feature\_names[1])  plt.show() |
| ***Output:*** |

(b) *\*\*Challenge (Try this after you have completed other parts!)*

Apply the code to another dataset, e.g. the iris.csv dataset (given*).*

Predict the Iris type for new sample e.g. sample 151, with petal and sepal data [6.5, 3.2, 5.1, 2.4]. Show the data, the change in codes and the output.
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*Hints:*

*Inspect iris.csv and compare it with datasets.csv as below;*

*Amend the codes as above example;*

*No need to plot.*

**dataset.csv**

(100 rows \* 4 columns;

input columns **1 to 2** -> output: column **4**)

![](data:image/png;base64,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)

**iris.csv**

(151 rows \* 6 columns;

input columns **2 to 5** -> output column **6**)

![](data:image/png;base64,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)

Codes changed / OR the complete code used

|  |
| --- |
|  |
| ***Predict the Iris type for new sample:*** |

**Q4.** **Support Vector Classifier:**

[Reference:

<https://scikit-learn.org/stable/auto_examples/classification/plot_digits_classification.html#sphx-glr-auto-examples-classification-plot-digits-classification-py> ]

The following is the implementation of Support Vector Classifier in recognizing hand-written digits.

(a) Run the codes and capture the output.

(b) From the confusion matrix, is the classifier performing well? Explain.

|  |
| --- |
| print(\_\_doc\_\_)  # Author: Gael Varoquaux <gael dot varoquaux at normalesup dot org>  # License: BSD 3 clause  # Standard scientific Python imports  import matplotlib.pyplot as plt  # Import datasets, classifiers and performance metrics  from sklearn import datasets, svm, metrics  from sklearn.model\_selection import train\_test\_split |
| digits = datasets.load\_digits()  \_, axes = plt.subplots(nrows=1, ncols=4, figsize=(10, 3))  for ax, image, label in zip(axes, digits.images, digits.target):  ax.set\_axis\_off()  ax.imshow(image, cmap=plt.cm.gray\_r, interpolation='nearest')  ax.set\_title('Training: %i' % label) |
| ***Output:*** |
| # flatten the images  n\_samples = len(digits.images)  data = digits.images.reshape((n\_samples, -1))  # Create a classifier: a support vector classifier  clf = svm.SVC(gamma=0.001)  # Split data into 50% train and 50% test subsets  X\_train, X\_test, y\_train, y\_test = train\_test\_split(  data, digits.target, test\_size=0.5, shuffle=False)  # Learn the digits on the train subset  clf.fit(X\_train, y\_train)  # Predict the value of the digit on the test subset  predicted = clf.predict(X\_test) |
| \_, axes = plt.subplots(nrows=1, ncols=4, figsize=(10, 3))  for ax, image, prediction in zip(axes, X\_test, predicted):  ax.set\_axis\_off()  image = image.reshape(8, 8)  ax.imshow(image, cmap=plt.cm.gray\_r, interpolation='nearest')  ax.set\_title(f'Prediction: {prediction}') |
| ***Output:*** |
| print(f"Classification report for classifier {clf}:\n"  f"{metrics.classification\_report(y\_test, predicted)}\n") |
| ***Output:*** |
| disp = metrics.plot\_confusion\_matrix(clf, X\_test, y\_test)  disp.figure\_.suptitle("Confusion Matrix")  print(f"Confusion matrix:\n{disp.confusion\_matrix}")  plt.show() |
| ***Output:*** |
| ***From the confusion matrix, is the classifier performing well? Explain.*** |

**Q5.** **Logistic Regression**:

[Reference: (modified from)

<https://scikit-learn.org/stable/auto_examples/linear_model/plot_logistic_multinomial.html#sphx-glr-auto-examples-linear-model-plot-logistic-multinomial-py> ]

The following is the implementation of multinomial logistic regression for a simulated 3-classes classification problem.

(a) Run the codes and capture the output.

|  |
| --- |
| print(\_\_doc\_\_)  # Authors: Tom Dupre la Tour <tom.dupre-la-tour@m4x.org>  # License: BSD 3 clause  import numpy as np  import matplotlib.pyplot as plt  from sklearn.datasets import make\_blobs  from sklearn.linear\_model import LogisticRegression  # make 3-class dataset for classification  centers = [[-5, 0], [0, 1.5], [5, -1]]  X, y = make\_blobs(n\_samples=1000, centers=centers, random\_state=40)  transformation = [[0.4, 0.2], [-0.4, 1.2]]  X = np.dot(X, transformation)  clf = LogisticRegression(solver='sag', max\_iter=100, random\_state=42).fit(X, y)  # print the training scores  print("training score : %.3f (%s)")  # create a mesh to plot in  h = .02 # step size in the mesh  x\_min, x\_max = X[:, 0].min() - 1, X[:, 0].max() + 1  y\_min, y\_max = X[:, 1].min() - 1, X[:, 1].max() + 1  xx, yy = np.meshgrid(np.arange(x\_min, x\_max, h), np.arange(y\_min, y\_max, h))  # Plot the decision boundary. For that, we will assign a color to each  # point in the mesh [x\_min, x\_max]x[y\_min, y\_max].  Z = clf.predict(np.c\_[xx.ravel(), yy.ravel()])  # Put the result into a color plot  Z = Z.reshape(xx.shape)  plt.figure()  plt.contourf(xx, yy, Z, cmap=plt.cm.Paired)  plt.title("Decision surface of LogisticRegression (%s)")  plt.axis('tight')  # Plot also the training points  colors = "bry"  for i, color in zip(clf.classes\_, colors):  idx = np.where(y == i)  plt.scatter(X[idx, 0], X[idx, 1], c=color, cmap=plt.cm.Paired, edgecolor='black', s=20)  # Plot the three one-against-all classifiers  xmin, xmax = plt.xlim()  ymin, ymax = plt.ylim()  coef = clf.coef\_  intercept = clf.intercept\_  def plot\_hyperplane(c, color):  def line(x0):  return (-(x0 \* coef[c, 0]) - intercept[c]) / coef[c, 1]  plt.plot([xmin, xmax], [line(xmin), line(xmax)], ls="--", color=color)  for i, color in zip(clf.classes\_, colors):  plot\_hyperplane(i, color)  plt.show() |
| ***Output:*** |

(b) \*\*Modify the codes to simulate a **4-class** classification problem. Amend the codes accordingly and apply the multinomial logistic regression classification to the problem.

Codes

|  |
| --- |
|  |
| ***Output:*** |

**\*\*\* End of Lab 6 \*\*\***